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Abstract

In the context of technical support, trails of technical discussions often contain

a mixture of natural language (e.g., English) and software log excerpts. Un-

covering latent links between certain problems and log excerpts that are often

requested during the discussions of those problems enables the construction of a

valuable knowledge base. Nevertheless, uncovering such latent links is challeng-

ing because English and software logs are two fundamentally different languages.

In this paper, we investigate the suitability of multilingual LDA models to ad-

dress the problem at hand. We study three models, namely: enriched LDA

(M+), two-layer LDA (M2L), and off-the-shelf bilingual LDA (Mbi). We use

approximately 8K discussion threads from a Bleeping Computer forum as our

dataset. We observe that M2L performs the best overall, although it yields

a substantially coarser-grained view of the discussed themes in the threads (20

topics, 0.3% of the documents). We also note that M+ outperforms Mbi achiev-

ing higher coherence, lower perplexity, and higher cross-lingual coverage ratio.

We invite future studies to qualitatively assess the quality of the topics pro-

duced by the LDA models, such that the feasibility of employing such models
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in practice can be better determined.

Keywords: Technical support, logs, LDA, multilingual LDA, topic models

1. Introduction

Software logs are a valuable resource in the diagnosis of failures in software

systems. When end-users describe software failures, they typically combine

natural language (e.g., English) and logs. Examples of channels in which end-

users describe technical problems with a combination of natural language and5

logs include (i) tickets in IT ticket systems (e.g., Freshdesk1), (ii) online chat

with customer technical support (e.g., LiveChat2), and (iii) posts in technical

support forums (e.g., Bleeping Computer3). We refer to discussion threads

happening through these channels as support threads.

There might be latent associations between pieces of text written in nat-10

ural language and certain log excerpts in support thread datasets. For in-

stance, there might be multiple reports of a specific operating system crash

that is associated with the log excerpt VIDEO TDR FAILURE (igdkmd64.sys).

Discovering such latent associations enables the construction of a knowledge

base that links problem discussions to log excerpts that are typically associated15

(requested/provided) with those discussions. Ultimately, such a knowledge base

speeds up failure debugging and technical support service quality. The central

question that we address in this paper is thus how can one find associations

between natural language and logs?

Similar to previous research where source code and natural language are20

treated as separate channels [1], the problem of establishing connections be-

tween text and logs can be seen as the problem of establishing connections

between pieces of text that are written in different languages. More specifically,

1http://freshdesk.com
2https://www.livechat.com
3https://www.bleepingcomputer.com
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system logs produced by a given tool (e.g., MiniToolBox4) can be seen as a

semi-formal language that has its own syntax, vocabulary, and semantics. Re-25

cently, bilingual LDA models [2, 3, 4] have been proposed to address this very

problem. Although monolingual LDA has been extensively used in Software

Engineering (SE) research [5], the extent to which bilingual LDA works for SE

data is unknown. In particular, in the context of support threads, natural lan-

guage and logs are often loosely related (as opposed to being direct translations30

of one another).

In this work, we conduct an exploratory study where we investigate whether

bilingual LDA models are suitable for uncovering associations between English

text and system logs. We evaluate three candidate bilingual models, namely:

(i) enriched LDA (M+), (ii) two-layer LDA (M2L), and (iii) Mallet Bilingual35

LDA (Mbi). The first two models were designed by us and the third one is

an off-the-shelf solution provided by the Mallet topic modeling toolkit5. More

specifically, we evaluate and compare these models along with three perspec-

tives: internal quality, inferential power, and language alignment. The internal

quality measures the semantic similarities of top words within the topic. The40

inferential power refers to the competency of a model in estimating unseen doc-

uments. And the language alignment measures the proportion of topics with top

words from different languages. To evaluate the candidate models, we use data

from the Bleeping Computer forum. Bleeping Computer is an information se-

curity and technology news website that offers a technical support forum where45

end-users can post their problems and get help from senior Bleeping Computer

community members. Our research questions and associated key results are as

follows:

RQ1) What is the achieved level of internal quality by each candidate

model? LDA models need to produce a coherent set of topics (i.e., the set of50

words that describe a topic should be semantically connected). We evaluated

4https://www.bleepingcomputer.com/download/minitoolbox
5http://mallet.cs.umass.edu

3
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the candidate models using the topic coherence metric (the higher, the better),

which scores each topic by measuring the degree of semantic similarity between

high scoring words in that topic. We observed that:

The M2L model achieves the highest level of internal quality (highest coherence).55

RQ2) What is the achieved level of inferential power by each can-

didate model? LDA models are useful when they can correctly guess the

topic of a new, unseen document. We evaluated the candidate models using the

perplexity metric (the lower the better), which measures how “perplexed” an

LDA model gets when it encounters the words of a new, unseen document. We60

observed that:

The M2L model achieves the highest inferential power (lowest perplexity).

RQ3) What is the achieved level of language alignment by each can-

didate model? In the context of support threads, LDA models become more

useful when they produce topics that contain both English words and log words.65

We evaluated our candidate LDA models using our proposed language alignment

metric. This metric corresponds to the ratio of LDA topics that contain both

English words and log words. We observed that:

The M2L model achieves the highest language alignment (highest cross-lingual

coverage ratio).70

We conducted a follow-up study to determine which model yields the best

balance between the three quality attributes of interest. To quantify such a bal-

ance, we define an aggregated score that ranges from zero to one. Our conclusions

are as follows. Although M2L unsurprisingly achieves the highest aggregated

score (0.87), it provides a substantially coarser-grained view of the discussed75

themes in the documents. Comparison between M+ (aggregated score of 0.77)

and Mbi (aggregated score of 0.69) reveals that M+ achieves a higher over-

all performance. When single measure is preferred, M+ produces topics with

higher coherence, while Mbi produces topics with lower perplexity. Therefore,

the choice between those two models depends on which measure one prioritizes.80

Paper structure. Section 2 describes how we collected data from the Bleep-

4



ing Computer forum. Section 3 describes our candidate LDA models. Section 4

shows the motivation, the approach, and the results associated with each of our

research questions. Section 5 describes a follow-up study in which we deter-

mine what candidate model achieves the best balance between internal quality,85

inferential power, and language alignment. Section 6 describes related work

revolving around multilingual LDA as well as LDA being applied to Software

Engineering. Section 7 discusses the threats to the validity of our study. Finally,

Section 8 states our concluding remarks.

2. Data Collection90

We collect data from the community question-answering forum of the Bleep-

ing Computer website. In the following, we describe this data source as well as

our approach for collecting the data.

2.1. Data Source

The Bleeping Computer forum is organized into a number of sections and95

subsections. For instance, there exists a Microsoft Windows Support section,

which centers discussion around that operating system. Its subsections include

(but are not limited to) Windows Crashes and Blue Screen of Death (BSOD)

Help and Support, Windows 8 and 8.1, and Windows 10 Support. A subsection

might contain other subsections. For instance, the Windows 10 Support subsec-100

tion contains two other subsections: Windows 10 Discussion and Windows 10

Insider Preview Builds.

Users can ask technical questions by starting a thread on a given forum

subsection. Any user can respond to a question by providing one or more replies.

In a reply, forum members typically ask for question clarifications, suggest the105

question-poster to run a diagnosis software tool, examine the produced logs

by a diagnosis software tool, and offer potential solutions to the problem. We

use the term post to refer to either the question or any reply to it. A thread

thus comprises the set of posts corresponding to the question and its associated

5



replies. A thread contains English text and may contain system logs. For the110

sake of simplicity, we henceforth refer to the former as text and to the latter as

logs.

2.2. Approach

In the following, we describe our data collection approach. An overview is

shown in Figure 1.115

(Step-1) 

Determine which 

threads to collect

(Step-2) Separate 

log from text

(Step-3) Collect 

text and log data

(Step-1a) 

Choose a log tool 

to focus on

(Step-1b) 

Choose a forum 

section 

Threads

Text

Log

Threads

Figure 1: An overview of our the data collection process.

Step 1: Determine which threads to collect. We collect all threads that (i)

contain log snippets that are produced by the MiniToolBox tool and (ii) belong

to the am-i-infected-what-do-i-do forum section. We explain our rationale below.

– Step 1a: Choose a log tool to focus on. The produced logs from each log tool

differ in terms of structure, vocabulary, and grammar. We thus consider that120

each log tool produces logs in a different language. Therefore, we choose a log

system to focus on. While inspecting a random sample of threads from Bleeping

Computer, we notice that users typically submit logs that are produced by the

following log tools: Trend Micro HijackThis, DDS, MiniToolBox, ComboFix,

and OTL. To choose the tool, we take a step back and reflect on the goals of125

our study. We wish to uncover associations between text and logs. As such,

it does not make sense to pose constraints on how the text or logs should look

like. In the most general case, logs will contain collected troubleshooting data

from several sources (e.g., different hardware components and different parts

of the operating system). Hence, we opt to choose the log tool that produces130

the most complete type of log. Upon an analysis of each tool, we selected

6



MiniToolBox. This tool focuses on troubleshooting network-related problems.

It is also capable of producing logs that pack information from several parts of

the Microsoft Windows operating system, including: content of the host files,

IP configurations, Winsock entries, last 10 Event Viewer log errors, installed135

programs, installed devices, registered user accounts, disk partitions, memory

size, and Windows restore points. In contrast, the logs of other tools tend to

be simpler and contain less heterogeneous types of information. For instance,

Trend Micro HijackThis aids in the detection of Windows malware by scanning a

computer and producing a log of the running processes and suspicious Windows140

registry keys.

– Step 1b: Choose a forum section. We collect data from the am-i-infected-

what-do-i-do forum section, which contains 36,477 threads. The rationale is

that this section has the largest ratio of threads containing log excerpts (21.8%)

among all sections in the Bleeping Computer forum. Next, since MiniToolBox145

logs typically start with either of the two following sentences: “MiniToolBox

by Farbar Version:dd-mm-yyyy” or “Scan result of Farbar Recovery Scan Tool

(FRST) (x64) Version:dd-mm-yyyy”, we select the threads that contain Mini-

ToolBox logs based on such patterns. In total, we collect 7,969 threads in this

step.150

Step-2: Separate log from text. Since we only consider MiniToolBox logs

and text, logs generated from other diagnosis software tools are considered noise

data which shall be removed. In this step, we discuss our approaches to identi-

fying both complete and incomplete log excerpts.

– Identify complete log excerpt. Diagnosis software diagnosis tools usually in-155

clude a prefix pattern with the tool’s name in its generate logs, as we discussed

in Step 1b. In this step, we summarize patterns from different diagnosis software

tools and leverage such patterns to separate logs from text. First, we study the

diagnosis software tools that are both hosted on the Bleeping Computer web-

7



site 6 (internal tools) and referred from external sources (e.g., ESET Online160

Scanner 7) (external tools). From all internal tools, we choose those that occur

in studied threads through keyword matching. We then extract and examine

external links in all posts to summarize all external tools. Finally, we create reg-

ular expression rules for each tool based on the characteristics and availability

of their corresponding logs, and such rules are leveraged to identify logs from165

texts.

– Identify incomplete log excerpt. We observe incomplete log excerpts (e.g., part

of a diagnosis log) which are not identified by regular expression rules in certain

posts. Inspired by the work of Bettenburg et al. [6], we leverage a spellchecker

to determine the proportion of unknown words (i.e., words not included in the170

English dictionary) in a data excerpt. Data excerpts with n > t unknown terms

are considered log data and vice versa, where t is some predefined threshold. In

order to determine a suitable threshold t, we first manually build a dataset from

our studied threads containing 500 text excerpts and 500 log excerpts. Next, we

(i) select 10 random samples with 50 text excerpts and 50 log excerpts, (ii) run175

pyspellchecker 8, (iii) and search for the threshold that maximizes the accuracy

of log and text identification on each sample (from 0.3 to 1.0, with steps of 0.01).

We use the median of the 10 threshold values as our optimal threshold (0.685).

Step 3: Collect text and log data. For each selected thread, we collect text

and log data. Text data comprises the English text found in all posts of a given180

thread, including the question being asked (thread name). Log data is obtained

as per Step-2. We collect all MiniToolBox log snippets that appear in a given

thread.

6https://www.bleepingcomputer.com/download/windows/
7https://www.eset.com/int/home/online-scanner/
8https://pypi.org/project/pyspellchecker/

8
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Summary

• Data source: Bleeping Computer.

• Dataset: All data in the am-i-infected-what-do-i-do forum as of December

15th, 2020.

• Pieces of collected data: Discussion threads containing both English text

and log snippets produced by MiniToolBox.

• Total number of collected threads: 7,969.

3. Computation of the LDA Models185

In this section, we first introduce the data preprocessing procedures that we

performed according to the different natures of log and text. Next, we describe

how we compute our candidate LDA models. Finally, we demonstrate how we

implement these models.

3.1. LDA-Oriented Data Preprocessing190

Each input document corresponds to a thread that we collected from the

Bleeping Computer forum. We remove line breaks and any HTML tags from

both log and text parts of each input document. We also replace sequences of

whitespaces with a single space and remove special characters (e.g., &#39;).

Next, we apply tokenization and separate the words.195

Text. We perform stop word removal and lemmatization, which are common

LDA-oriented data preprocessing techniques for natural languages, to further

process text words.

Logs. Logs are computer-generated and thus have their own structure, vo-

cabulary, and grammar. Compared to natural language, log data tends to be200

more repetitive and with fewer unique words [7]. Logs also comprise system-

specific words (e.g., block 9 ) that consist of more than alphabetical characters

(which form most natural language words). Furthermore, log words (e.g., get-

ProductID) do not follow the same composition and syntax as natural language.

9



Therefore, the common text preprocessing rules such as lemmatization are not205

applicable to logs. Hence, we choose not to preprocess logs.

3.2. Candidate LDA Models

In the context of topic modeling, a topic model is meant to discover topics

in a corpus (collection of documents), and a topic is a distribution over terms

that is biased around those associated with a single theme [8]. Specifically,210

Latent Dirichlet Allocation (LDA) [9] is a probabilistic topic model that has

been recurrently studied and adopted in prior software engineering research [5].

Figure 2 shows a standard topic modeling pipeline with monolingual LDA as a

reference model.

Vector Space
Monolingual 

LDA
Evaluation

Input documents

Preprocessing

Standard LDA pipeline

Lorem 

ipsum 

dolor 

sit 
amet, 

Figure 2: Standard LDA pipeline.

To handle documents containing both natural language (English) and logs,215

we design three new LDA model pipelines. Our first two pipelines use mono-

lingual LDA models, while the third uses a multilingual LDA model. The plate

notation of monolingual and multilingual LDA models is shown in Figure 3.

Our three candidate LDA-based topic model pipelines are shown below (for

brevity purposes, we refer to them as our candidate LDA models):220

• Enriched LDA (M+): adds a prefix to the words of the original documents,

such that text and log words can be differentiated.

• Two-layer LDA (M2L): uses internal LDA runs to summarize documents in

an effort to counterbalance the prevalence of text in comparison to logs.

• Off-the-shelf bilingual LDA (Mbi): treats text and logs as different languages225

and uses Mallet’s bilingual LDA implementation.

10
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(b) Multilingual LDA

Figure 3: Plate notation of adopted LDA models. α and β are the parameters of the Dirichlet

prior over θ (per-document topic distribution) and φ (per-topic word distribution). W and Z

denotes each word and the topic of each word. (e.g., Wd,n is the nth word of the dth document

and Zi,j is the topic of the jth word of the ith document). N , D, and T represents the total

words in a document, total number of documents in a corpus, and the total number of topics,

respectively.

In the following, we describe our candidate models in detail. For each can-

didate model, we describe (i) the rationale behind its design and (ii) how we

construct it.

3.2.1. Enriched LDA (M+)230

An overview of our Enriched LDA (M+) candidate model is shown in Fig-

ure 4.

Input documents

Word2Lang

Mapping

Each word is prefixed 

with either ‘text’ or ‘log’

Standard LDA 

Pipeline
Lorem 

ipsum 

dolor 

sit 
amet,

Figure 4: Enriched LDA (M+) pipeline.
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• Rationale: Standard LDA models are monolingual, which means that they

cannot align topics across languages. Nevertheless, standard LDA models can

still produce topics containing words from multiple languages if run on mul-235

tilingual input documents. Such multilingual topics can uncover relationships

between words from different languages (e.g., text and logs). The key drawback

in this scenario is the lack of an explicit indication of the language in which a

topic word is written in. Our Enriched LDA model addresses such a drawback.

• Construction: Our Enriched LDA model performs a preemptive data prepro-240

cessing step before pushing the input documents to the standard LDA pipeline.

Each text word is prefixed with the term text and each log word is prefixed

with the term log . We refer to this prefixing process as Word2Lang mapping.

As a result, the standard LDA pipeline produces topics containing words that

explicitly indicate the language in which they are written.245

Pros and cons:

+ Simple and straightforward to interpret

+ Topics tend to be coherent (i.e., represent themes).

− If text is more prevalent than logs, then topics are more likely to contain

text words only.

3.2.2. Two-layer LDA (M2L)

An overview of our two-layer LDA (M2L) candidate model is shown in Fig-

ure 5.

• Rationale: Our Enriched LDA candidate model (M+) is biased towards pro-250

ducing topics that frequently include text words only when text is more prevalent

than logs. Indeed, logs tend to be repetitive and contain a much lower number

of unique words compared to text [7]. Our two-layer LDA candidate model aims

to tackle the imbalance between text and logs.

• Construction: We design a two-layer LDA pipeline. In the first layer, we255

prefix words with either text or log (analogously to M+). Next, we generate
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Figure 5: Two-layer LDA (M2L) pipeline.

two topic models: one using text words only (LDA-LY1-text) and another using

log words only (LDA-LY1-log). Once these models are built using the standard

LDA pipeline, we proceed to the document summarization step. In this step,

we replace the contents of the original documents with their text topics and log260

topics. More specifically, for each topic model, we first identify the document-

specific topic according to the topic probabilities, then we extract the top 10

associated terms by term probability. To identify the origin of each term, we also

append the topic indexes at the end of each term (e.g., LOG:stamp;TOPIC:399).

The top terms extracted from both models are then merged by documents.265

Finally, the newly created documents now act as input to a third LDA topic

model (layer 2).
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Pros and cons:

+ Designed to counter-balance the prevalence of English words.

− More complicated.

− Higher computational cost (three LDA models across two layers).

3.2.3. Off-the-shelf bilingual LDA (Mbi)

An overview of the off-the-shelf bilingual LDA (Mbi) candidate model is270

shown in Figure 6.

Vector Space

Bilingual LDA

Evaluation

M Input documents

Preprocessing

Create the loosely 

parallel corpora

Lorem 

ipsum 

dolor 

sit 
amet, 

Doc1

Text Logs

Text Logs

Text Logs

Doc2

Docm

Figure 6: Off-the-shelf bilingual LDA (Mbi) pipeline.

• Rationale: Text and logs can be seen as belonging to two inherently different

languages. Yet, we expect that the text and logs in a given forum thread will

have some relationship. Multilingual LDA models are designed to find topic

alignments across documents written in different languages. However, practi-275

tioners should be cautious when choosing a proper multilingual LDA model

since it usually requires comparable corpora. The weak alignment between dif-

ferent languages may introduce noise and thus impair the effectiveness of the

topic modeling process.

• Construction: We use Mallet’s multilingual LDA implementation, which is280

one of the most popular, readily available multilingual LDA implementations.

Most importantly, Mallet’s multilingual LDA implements the pLDA (a.k.a.,
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pLTM) algorithm [10], which is arguably suitable for loosely parallel corpora

(a.k.a., loosely comparable corpora). Loosely parallel corpora can be formalized

as a set of document pairs ⟨d1, d2⟩ where d1 and d2 are each written in a dif-285

ferent language, yet they share similar content (i.e., similar themes) [11]. In

other words, Mallet’s implementation does not require d1 and d2 to be direct

translations of one another (i.e., a parallel corpora). The authors of pLDA ob-

serve that (i) “pLDA is appropriate for aligning topics in corpora that have a

small subset of comparable documents” and (ii) “relatively small numbers of290

topically comparable document tuples are sufficient to align topics between lan-

guages in non-comparable corpora” [10]. Hence, we choose to build our model

using Mallet’s multilingual LDA implementation. The input to pLDA is the

loosely parallel corpora, which we build by extracting the text and log parts of

each document (Figure 6).295

Pros and cons:

+ Prioritizes language alignment.

+ Easy to use and readily available (off-the-shelf solution)

+ Lower computation cost compared to our two-layer LDA candidate model.

− Text and logs are very loosely related. Off-the-shelf implementations such

as Mallet’s may thus struggle to align text and logs, which can result in fewer

discovered topics and/or less coherent topics.

3.3. Implementation of Candidate Models

We modify gensim’s Mallet LDA wrapper9 to implement the candidate LDA

models. We added multiple features based on the original wrapper to accom-

modate our requirements, including (i) supporting multilingual LDA modeling300

and analysis, (ii) calculating different evaluation metrics, and (iii) extending

configurations for Mallet modeling. The detailed implementation is available in

9https://radimrehurek.com/gensim_3.8.3/models/wrappers/ldamallet.html
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our replication package10.

4. Results

In this section, we present our evaluation results to three proposed research305

questions (RQs). In each RQ, we explain the motivation and introduce corre-

sponding approaches prior to discussing the experimental results.

4.1. RQ1: What is the achieved level of internal quality by each candidate

model?

Motivation. We measure the quality of the generated topic models in an ef-310

fort to understand the effectiveness of those models in capturing the underlying

topics from a corpus. High-quality LDA models generate coherent and inter-

pretable topics that can provide practitioners with valuable insights into the

data for downstream tasks such as pattern discovery and text summarization –

ultimately supporting practitioners in identifying the root underlying cause of315

failures.

Approach. We calculate the topic coherence achieved by each candidate LDA

model after hyper tuning their parameters. Subsequently, we compare the co-

herence scores obtained. In the following, we explain our approach in more

detail:320

• Step 1) Coherence calculation. A set of statements or facts is said to be

coherent if they support each other [12]. Several metrics have been proposed

to quantify the coherence of a fact set (e.g., a topic in LDA) [13, 14, 15, 16].

We use the CV measure to calculate topic coherence. In simple terms, CV

measures the relative distance between words within a topic and outputs an325

average computed over all topics. The CV measure ranges from 0.0 to 1.0. We

use gensim to calculate CV .

10https://bit.ly/3Tdlp81. Once the paper is accepted, this replication package will be

made publicly available on GitHub
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It is challenging to interpret the absolute values of CV , since there is no

established nor commonly used guideline. In our practical experience using

LDA and CV [5, 17, 18, 19, 20], we observe that extreme values for CV are330

unlikely. Values too close to zero (0.0 to 0.2) often indicate a data collection

problem (e.g., corrupt data). Similarly, values too close to one (0.8 to 1.0) often

indicate that the top words in a topic always appear in the input documents

as bigrams or trigrams, which is uncommon. The values in between tend to

occur much more frequently, especially those between 0.4 and 0.6. Some LDA335

practitioners seem to share a similar interpretation of the CV values11. Hence,

we use the following thresholds to interpret the CV measure.

Coherence(CV ) =



Abnormally low, if 0.0 ≤ |CV | < 0.2

Very low, if 0.2 ≤ |CV | < 0.4

Low, if 0.4 ≤ |CV | < 0.5

Medium, if 0.5 ≤ |CV | < 0.55

High, if 0.55 ≤ |CV | < 0.6

Very high, if 0.6 ≤ |CV | < 0.8

Abnormally high, if 0.8 ≤ |CV | ≤ 1.0

• Step 2) Finding the LDA parameter set that optimizes coherence. LDA models

have three key parameters: alpha, beta, and the number of topics. LDA uses

Bayesian inference, which relies on the notion of prior distributions. Alpha is a340

parameter of the prior distribution of topics over documents. A low alpha value

puts more weight on having each document composed of only a few dominant

topics. Beta is a parameter of the prior distribution of words over topics. A

low beta value puts more weight on having each topic composed of only a few

dominant words. The number of topics indicates how many topics the LDA345

11https://stackoverflow.com/questions/54762690/what-is-the-meaning-of-coheren

ce-score-0-4-is-it-good-or-bad
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model should produce.

In this step, we aim to find the parameter set that optimizes the coherence

of each candidate model (this set is likely different for each model). There are

multiple hyperparameter tuning algorithms that can be used to achieve this

goal. For instance, Agrawal et al. [21] employed Differential Evolution (DE),350

Panichella et al. [22] used Genetic Algorithms (GA), and popular LDA tools such

as Mallet use Grid Search. Hence, there is no clear guideline indicating which

algorithm should be used in each situation. Therefore, we choose to delegate

this decision to OpenTuner [23]. OpenTuner uses ensembles of disparate search

techniques simultaneously. Techniques that perform well receive larger testing355

budgets and techniques that perform poorly are disabled. As such, OpenTuner

adapts to the problem at hand. Additionally, OpenTuner is extensible by design

and supports flexible specification of hyperparameters and objective functions.

We run OpenTuner on a Canada Compute cluster called Cedar12. In terms

of resource allocation, we requested 32 CPU and 64Gb of RAM in total. We360

optimize one model at a time with a separate job for each. The execution time

budget that we allocated for each OpenTuner job is LDA-dependent: 48 hours

for M+, 48 hours for Mbi, and 48 x 3 = 144 hours for M2L (since this model

entails training three LDAs). We use the following search space (parameter

range) in all cases: 0.001 ≤ α ≤ 50.0; 0.001 ≤ β ≤ 50.0; 10 ≤ numTopics ≤ 800.365

Findings. Observation 1) The M2L model achieves the highest level

of internal quality (highest coherence). However, it produces 4 to 65

times more topics than the other models. Figure 7 depicts the coherence

scores that we obtained from the hyperparameter tuning of our three candidate

models. In all three cases, hyperparameter tuning led to a higher coherence370

score compared to that produced with the parameters fixed at default values.

M2L ranks first with a final coherence of 0.73 (very high), M+ ranks second

with a final coherence of 0.65 (very high), and Mbi ranks last with a coherence

12https://docs.computecanada.ca/wiki/Cedar
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of 0.51 (medium).
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Figure 7: Coherence scores of our candidate LDA models (higher is better). The red dotted

line serves as a reference and indicates the coherence score achieved when gensim’s default

values for alpha and beta are used to build the LDA model.

The optimal parameter-set for each model is shown in Table 1. As the table375

indicates, M2L produces 4-65x more topics than the other candidate models.

Hence, if practitioners care about coherence only, they may select either M2L

or M+ depending on how coarse-grained they want the topics to be.

Table 1: Optimal parameter set for each candidate model when maximizing coherence.

Alpha Beta # Topics
Optimal

Coherence

M+ 24.02 6.25 157 0.65

M2L 49.04 19.03 651 0.73

Mbi 6.07 11.59 10 0.51

4.2. RQ2: What is the achieved level of inferential power by each candidate

model?380

Motivation. LDA models are useful when they can correctly guess the topic

of a new, unseen document. For instance, assume that an LDA found produced

a topic T that contains both English words and log words. Now, assume that a

forum member posts a problem P in a Bleeping Computer forum. If the LDA

topic of P happens to be T and the LDA model in question has good inferential385
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power, then log-specific information (i.e., the log words in T ) can be requested

to the poster of P. The provision of such log-specific information is likely to help

to address P.

Approach. We computed the perplexity of each candidate model. Perplexity

is the geometric mean of the inverse marginal probability of each word in a390

held-out set of documents. Perplexity is considered a suitable measure to deter-

mine the predictive power of a topic model. Low perplexity indicates that the

model is good at predicting unseen data. To determine the LDA parameter-set

that minimizes perplexity, we employed the same approach of RQ1 (i.e., use of

OpenTuner in a Canada Compute cluster).395

Findings. Observation 2) The M2L model achieves the highest

inferential power (lowest perplexity). Figure 8 depicts the perplexity

scores that we obtained from the hyperparameter tuning of our three candidate

models. The hyperparameter tuning led to major perplexity drops for models

M+ and Mbi. M2L’s perplexity remained fairly still, but it already started400

at a remarkably low level. In all cases, hyperparameter tuning led to a lower

perplexity compared to that produced with the parameters fixed at their default

values. M2L ranks first with a final perplexity of 13.15, Mbi ranks second with a

final perplexity of 100.88 (7.7 times higher than M2L), and M+ ranks last with

a final perplexity score of 132.62 (10.1 times higher than M2L, 1.3 times higher405

than Mbi).

The optimal parameter-set for each model is shown in Table 2. As the table

indicates, M2L and Mbi produce remarkably fewer topics than M+. Different

from the coherence optimization (RQ1), M2L now produces the least number

of topics. Hence, although coherence and perplexity are both popular LDA410

evaluation measures, we conclude that optimizing one in lieu of the other can

lead to very different models.
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Figure 8: Perplexity scores of our candidate LDA models (lower is better). The red dotted

line serves as a reference and indicates the coherence score achieved when gensim’s default

values for alpha and beta are used to build the LDA model.

Table 2: Optimal parameter set for each candidate model when minimizing perplexity.

Alpha Beta # Topics
Optimal

Perplexity

M+ 9.25 0.06 184 132.62

M2L 0.46 13.15 10 13.15

Mbi 5.12 0.00 502 100.88
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4.3. RQ3: What is the achieved level of language alignment by each candidate

model?

Motivation. In this work, we are interested in discovering associations be-415

tween text and logs. Therefore, we assess the ability of our candidate models in

discovering topics that contain both text and log words.

Approach. We refer to topics containing both log and text words as cross-

lingual topics. Our approach consists of determining the coverage ratio of cross-

lingual topics produced by each candidate model. We proceed analogously to420

RQ1 and RQ2.

Findings. Observation 3) The M2L model achieves the highest

cross-lingual coverage ratio. Figure 9 depicts the cross-lingual coverage

ratios that we obtained from the hyperparameter tuning of our three candidate

models. Hyperparameter tuning led to very high cross-lingual coverage ratios425

overall (at least 0.95 in all three models), clearly outperforming the default

parameter configurations. More specifically, M2L ranked first with a final cross-

lingual coverage ratio of 1.0 which is very close to M+ with a final cross-lingual

coverage ratio of 0.99, and Mbi ranked last with a final cross-lingual coverage

ratio of 0.95.430
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(a) Cross-lingual coverage ratio
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for the M2L model
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Figure 9: Cross-lingual coverage ratio scores for our candidate LDA models.

The optimal parameter-set for each model is shown in Table 3. The numbers

of topics produced by the models are all generally high (at least 490). This result

contrasts to those obtained in RQ1 and RQ2, where Mbi and M2L produced 10

topics only.
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Table 3: Optimal parameter set for each candidate model when maximizing cross-lingual

coverage ratio.

Alpha Beta # Topics
Optimal

Crossl. Ratio

M+ 16.87 47.67 490 0.99

M2L 44.77 33.70 694 1.00

Mbi 37.95 48.78 800 0.95

4.4. Discussion435

In prior sections, we present the experimental results of our proposed can-

didate models. In this section, we further study the extracted topics from the

candidate models to discover the associations between log and text words. Such

a relationship shall provide extra information to assist in failure debugging and

improving the technical support service quality.440

We follow a similar approach as Panichella et al. [22] to understand the ex-

tracted topics using representative words. First, we choose the candidate models

that achieve different optimal evaluation metric scores, respectively. Then for

each model, we pick the most representative topics of each thread based on

their probability in the corresponding topic distribution over documents. After445

mapping threads to topics, we then choose the top 20 words for each topic with

the highest probability in its topic distribution. Finally, we manually inspect

the acquired topics from each model. This analysis serves as an example to

show the associations between extracted topics and the discussion threads. A

selection of our manual study is showcased in Table 4.450

13https://www.bleepingcomputer.com/forums/t/452705/windows-wont-update/
14https://www.bleepingcomputer.com/forums/t/422583/deleted-ipsecsysi-now-hav

e-no-internet-connection/
15https://www.bleepingcomputer.com/forums/t/525169/unknown-chrome-infection/
16https://www.bleepingcomputer.com/forums/t/454549/vista-is-falling-apart/
17https://www.bleepingcomputer.com/forums/t/421442/unable-to-update-antivirus

-definitions-and-windows-updates/
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Table 4: Examples of selected threads to associate topics with representative words.

Measure Topic Top Text Terms Top Log Terms Threads

M+ Coherence A

java,md5,document,

gmer,dll,registri,

repair,system32

update,fault,windows,

hang,server,address,

search,dcom,network,

dll,bonjour,device

[T1] Windows Won’t

Update13

M2L Perplexity B
registri,java,error,

system32,repair,dll,

adwclean,document,

googl,md5

fault,windows,path,

code,program,update,

targetinst,schedule,

stamp,bonjour

[T2] deleted ipsec.sys...

I now have no

internet connection14

[T3] Unknown Chrome

infection15

Mbi Aggregated C
essenti,connect,access,

error,point,network,

mse,java,machin,think

signature,type,update,

engine,stage,source,

current,previous,

authority,user

[T4] Vista is falling apart16

[T5] Unable to update

antivirus definitions

and windows updates17

As shown in Table 4, topic A contains a list of text and log words that

produce latent connections where words can be used to identify and locate

related issues. For instance, log word hang is related to system interruption

or responding errors. Bonjour indicates logged errors related to the bonjour

service of windows, which discovers and services devices from a local network.455

As for text words, the co-ocuurence of dll, system32, and md5 could indicate

the procedure of integrity checking of critical windows system files. GMER is

a rootkit detector that mines potentially malicious processes that are secretly

running in the background. Such a word indicates a potential solution or at

least a must-try step when issues related to those log words exist. For example,460

thread T1 13 reports an issue that windows failed to update. Throughout the

diagnosis, the fixing includes searching for a missing dll file, solving application

hang, running GMER, etc.

From the top text words of Topic B, we infer that this topic may relate

to registry and dll files under the system32 folder. Adwclean refers to lever-465

aging Malwarebytes AdwCleaner, a junkware and malware removal tool, for
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system cleaning. The corresponding log words such targetinst, fault, stamp

are related to errors generated from different windows applications. For exam-

ple, thread T2 14 describes an internet connection error and a google search

redirect error. Such issues are also reflected in system error logs. To resolve470

such issues, the expert suggests to copy a missing DLL file from a cache folder

(C:/WINDOWS/system32/dllcache). Similarly, thread T3 15 explains a mal-

ware infection in google chrome. The user performs diagnosis through multiple

tools, with Adwcleaner used as the first option. We believe such knowledge as-

sists users in quickly locating issues and finding solutions from others’ expertise.475

In Topic C, the top text words network and connect indicate that the topic

is likely related to internet connection issues, and MSE (Microsoft Security Es-

sentials) suggests that such issues may relate to virus or malware. For example,

thread T5 17 states that the user is unable to connect to or download updates

from anti-malware sites. The system error logs indicate that Windows Anti-480

Malwarefails fail to update its signatures. Another example in thread T4 16

mentions connection errors to local devices and internet with the similar signa-

ture issues in the system error log.

Our observation indicates that our approach is capable of revealing hidden

associations between log and text through designated topic modeling models.485

Such information can be leveraged to better support and facilitate issue diag-

nosis procedures.

5. Follow-up study

The results that we obtained indicate that M2L consistently performs best.

Yet, we are left with three open issues: (i) the selection of the quality attribute490

of interest (i.e., internal quality, inferential power, and language alignment) has

a huge impact on the final number of topics that M2L produces, (ii) it is unclear

which model ranks second, and possibly more importantly (iii) it is unclear how

many topics would have been produced by each model if we chose the parameter

set that yields the best balance between our three quality attributes of interest.495
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To determine the best balance between the three quality attributes, we (i)

design a composite metric that takes into account coherence, perplexity, and

inter-corpus and (ii) use that metric as the objective function during hyper-

parameter tuning. However, designing such a composite metric is not trivial.

While both coherence and inter-corpus ratio range from zero to one, perplexity500

does not have boundaries. In other words, aggregating the base metrics in such

a way that each base metric contributes the same to the final value is not trivial.

To circumvent the problem, we artificially define the boundaries for perplexity

based on empirical data. More specifically, we use the perplexity values from

the previous perplexity-based hyperparameter optimization as a reference range505

to create a normalized perplexity value, as shown below.

Normalized Perplexity = 1− p− p refmin

p refmax − p refmin
(1)

p is the current perplexity value, while p refmax and p refmin are the max-

imum and minimum perplexity values of the reference range. The perplexity

values outside this range will be rounded to the nearest range boundary. Next,

we composite the aggregated scores using the harmonic mean of coherence,510

cross-lingual coverage ratio, and the normalized perplexity.

Findings. Observation 4) The M+ model outperforms the Mbi model,

but by a small margin. Figure 10 depicts the aggregated scores that we

obtained from the hyperparameter tuning of our three candidate models. As

expected, the M2L model ranks first with an aggregated score of 0.87. M+ ranks515

seconds with an aggregated score of 0.77, which is 11.6% higher than that of

Mbi. The figure also indicates that using the default parameter-set would lead

generally lead to very poor models.

The optimal parameter-set for each model is shown in Table 5. The num-

ber of topics produced by the models differs substantially: 20 (0.3% of the520

documents), 64 (0.8% of the documents), and 780 (9.8% of the documents).

Hence, although M2L has the highest aggregated score, it is also providing a

substantially coarser-grained view of the themes discussed in the documents. In
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Figure 10: Aggregated scores for our candidate LDA models.

addition, the high coherence and the low perplexity suggest that the document

summarization step in the M2L construction pipeline (Figure 5) is possibly too525

aggressive.

We now compare M+ and Mbi. Analysis of the optimal parameter set for

each model reveals that M+ has a higher overall performance than Mbi in co-

herenece, perplexity, and cross-lingual coverage ratio. On the other hand, pre-

vious findings indicate that these two models outperform another when a single530

evaluation metric (i.e., coherence, perplexity) is perferred. Hence, in a practical

scenario, a choice between these two models would be driven by a preference

for coherence over perplexity or vice-versa (provided that the data has similar

characteristics to the one that we investigate in this study).

Table 5: Optimal parameter set for each candidate model when maximizing aggregated score.

Alpha Beta # Topics Coherence Perplexity Crossl. Ratio
Optimal

Aggreg. Score

M+ 20.60 2.44 780 0.63 231.87 0.87 0.77

M2L 24.62 32.40 64 0.70 71.26 1.00 0.87

Mbi 13.13 28.07 20 0.52 400.59 0.80 0.69

6. Related Work535

LDA models are widely studied and adopted in the field of software engineer-

ing for topic modeling in mining software repositories [5, 19, 21]. In this section,
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we discuss the research related to our study from four areas of study: interplay

between natural language and code in software engineering, multilingual LDA,

tuning LDA for software engineering tasks, and applications of LDA in software540

engineering.

Interplay between natural language and code in software engineering.

Natural language information in source code such as proper comments and iden-

tifier names makes it easier for humans to understand and evolve a given piece

of code. Yet, from an algorithmic/computation perspective, such information545

is irrelevant. That is, the semantics of the code dictate the computation. Un-

derstanding this interplay between code and natural language has led to several

research studies [1, 24, 25, 26]. For instance, Casalnuovo et al. [1] define a theory

called Dual Channel Constraints (DCC) to highlight the relevance and inter-

play between the algorithmic channel and the natural language channel during550

software development. The theory’s name stems from the realization that the

two channels interact and constrain each other. Indeed, several problems arising

from the interplay between the two channels have been studied in the software

engineering literature.

The dual-channel nature of source code is usually leveraged for automated555

code generation and suggestion. Hindle et al. [24] find that source code is

analogous to natural language that is likely to be repetitive and predictable.

Based on this observation, the authors propose a statistical language model that

outperforms a state-of-the-art IDE in code completion. Iyer et al. [27] propose an

approach that automatically generates Java class member functions from dual560

information channels, which are the method documentation in natural language

and the programmatic context from the rest of the code in a given class. Chen

et al. [28] introduced Codex, a fine-tuned GPT language model that generates

standalone Python functions based on their docstrings that are documented in

natural language. Codex now empowers GitHub Copilot 18 to assist developers’565

18https://github.com/features/copilot
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daily programming tasks with automated coding suggestions. The dual-channel

nature of source code is also corroborated and leveraged by Chakraborty et al.

[29] to improve the performance of NLP models that are designated for source

code. Their approach learns to write coherent code that is similar to developers’

code, and it achieves state-of-the-art performance in multiple code generative570

tasks.

Another line of research focuses on natural language information to enhance

the quality and understanding of programs. Tan et al. [30] mine implicit rules

from code comments written in natural language to detect comments that are

inconsistent with the corresponding source code that can lead to misunderstand-575

ing. Movshovitz-Attias and Cohen [31] predict comments from Java source files

using a statistical language model. They find using comment completion ap-

proaches can save up to 47% comment typing. To assist developers in writing

informative and self-explanatory comments, Louis et al. [32, 33] build a machine

learning framework that takes code snippets and natural language comments as580

input to detect and remove redundant comments from source code and to pre-

dict locations in source code that would benefit from adding comments. Hu

et al. [34, 35] capture the source code semantics and structure to automatically

generate code comments for Java methods. The following research by Zhou

et al. [36] introduces a novel approach to improve the effectiveness and robust-585

ness of existing deep learning models that generate code comments. Similarly,

few studies focus on the challenge of automated logging text generation. He

et al. [37] investigate the characteristics of logging descriptive text and propose

an information-retrieval approach to automatically generate logging description

texts. Ding et al. [38] propose a novel approach that generates texts in logging590

code by translating corresponding code snippets into meaningful descriptive

texts with a neural machine translation model.

The dual-channel nature of source code is also leveraged to address other De-

vOps tasks, including predicting function types [39, 40, 41], recovering original

code from obfuscating source code [42, 43], predicting defection with comments595

and bug reports [30, 44, 35], identifying and managing self-admitted technical
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debt (SATD) [45], etc. In this vein, our work can be seen as a DCC study in

which we aim to understand the relationship between log excerpts and natural

language excerpts by means of a topic model.

Multilingual LDA. Multilingual topic models have been an active research600

area since the nineties [2, 3, 4, 10, 11, 46, 47, 48, 49, 50, 51]. Earlier studies in

the area of multilingual topic models tried to align topics across languages by

assuming that the documents written in different languages are parallel (e.g.,

direct translations of one another) or highly comparable. However, such an

assumption seldom holds in practice. It is far more common for corpora to only605

have some degree of comparability (a.k.a., comparable corpora).

Recent approaches for aligning topics across comparable corpora span a vari-

ety of techniques: the polylingual topic model – pLDA [10] (a seminal work that

extended LDA to the multilingual context and that is implemented in Mallet),

polylingual tree LDA – ptLDA [49] (extends the polylingual topic model with610

tree-based LDA – tLDA [52]), JointLDA (uses a special bilingual dictionary to

mine multilingual topics) [48], Multilingual Topic Anchoring – MTAnchor [50]

(uses the anchor words algorithm [53] in lieu of the more common alternatives,

such as LDA [9] and LSA [54]), and Multilingual Cultural-common Topic Anal-

ysis – MCTA [55] (uses a technique based on auxiliary distributions[56] that615

incorporates word distributions from the other language in an attempt to cap-

ture common semantics at the topic level).

More recently, Yang et al. [2] introduced a new multilingual topic model

specifically designed to find topics across loosely comparable corpora. In loosely

comparable corpora, although some topics are shared, emphasis may diverge620

and some topics may lack analogs in the other language. Their proposed model

works by minimizing the Euclidean distances of translation pairs’ transformed

topic distributions. Transformations are learned from the original translation

pairs’ topic distributions and rely on a translation dictionary. In simpler terms,

their model learns weighted topic links and only assigns a high link weight625

to topic pairs whose top words have many direct translation pairs. A topic
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is left unlinked if there is no matching topic in the other language (i.e., it

does not enforce linking). Such a characteristic makes their model more robust

for loosely comparable corpora with high topic misalignment. An example is

shown in Figure 11. The authors empirically show that their model substantially630

outperforms ptLDA, MTAnchor, and MCTA in both intra- and cross-lingual

classification tasks for loosely comparable corpora.
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economics
dollars
million
invest
income

technology
information
computers
smart
system

universities
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students
research
science

技术 (technology)
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Figure 11: Illustration of topic links (adapted from the study of Yang et al. [2]). Thicker lines

denote links with higher weights. Topic pairs with many word translation pairs have high link

weights. Topic pairs with partial overlap receive lower weights. A topic is unlinked if there is

no corresponding topic in the other language.

In our study, natural language (which is used to describe a technical problem,

investigate a technique problem, and propose candidate solutions) is very loosely

comparable to logs (which can be seen as machine language). Differently from635

Yang et al. [2], in our case, there is no pre-existing dictionary that can be

leveraged to find direct correspondences between the words in natural language

and those found in system logs. Hence, although Yang’s model outperforms

several multilingual models, we note that it is unsuitable in the context of our

study. In addition, to the best of our knowledge, the implementation of Yang’s640

model is not readily available.

Tuning LDA for Software Engineering tasks. Effectively applying LDA
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in the software engineering context is not trivial. Panichella et al. [22] investi-

gated how to effectively use LDA in three software engineering tasks, namely

(i) traceability link recovery, (ii) feature location, and (iii) software artifact645

labeling. The authors conclude that LDA has a high sensitivity to different pa-

rameter settings and thus a careful calibration of those is essential. The authors

propose to calibrate (hyperparameter tune) the LDA parameters using a genetic

algorithm (GA). The decision variable in their study is the quality of an LDA-

driven document clustering. This quality is measured using the mean Silhouette650

coefficient [57], which is a popular clustering quality metric. The authors ob-

serve that LDA parameter calibration using GA led to accuracy improvements

in experiments involving the three aforementioned software engineering tasks.

Agrawal et al. [21] highlight that LDA is subject to order effects [58] due

to its stochastic nature. Having order effects implies that the produced topics655

might be different every time LDA is run. The authors refer to this problem as

topic instability. Topic instability confuses users and lowers the efficacy of text

mining classifiers that rely on LDA to generate their input training data. To

mitigate the problem, the authors propose an approach called LDADE that uses

differential evolution (DE) [59] to hyperparameter tune LDA with the goal of660

making topics look more similar across runs. The authors conduct experiments

with LDADE and conclude that (i) it dramatically reduces topic instability

and (ii) it leads to accuracy improvements in text mining classification tasks.

However, it is not clear whether optimizing for topic stability yields better topics

or even an adequate number of topics.665

Treude and Wagner [60] also recognize the need to calibrate LDA. They state

that “there are only rough and sometimes conflicting guidelines available on how

these parameters should be set.” The authors conduct experiments with two

large textual datasets: one from README files in GitHub and another from

discussion threads on StackOverflow. The authors use the irace tool [61] to670

calibrate LDA hyperparameters and they choose perplexity to be the decision

variable. The authors create the corpora by segmenting the original datasets

per programming language. The authors conclude that each corpus required
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different parameter settings in order to achieve good perplexity values (especially

with regards to beta). They conclude that rules of thumb for topic modeling675

calibration are generally not applicable to their corpora.

In our paper, we acknowledge the high sensitivity of LDA to parameter

choices. Differently from prior work, we not only optimize multiple variables

(coherence, perplexity, and cross-lingual coverage ratio) but also an aggregated

one. Our rationale is that all these variables are simultaneously important. In680

terms of the hyperparameter tuning tool/algorithm, we observe that there is

no consensus in the literature at this point: researchers seem to choose the

tool/algorithm based on the problem that they are trying to solve and the deci-

sion variable. To circumvent this problem, we use OpenTuner. OpenTuner is an

ensemble technique that chooses the best search technique dynamically based685

on how they perform. More generally, evaluation of LDA models is actually

research in itself [62, 63, 64, 65].

Applications of LDA in Software Engineering. LDA has been applied to

support a plethora of software engineering tasks. In 2016, Chen et al. [5] pub-

lished a survey that discussed enumerated these tasks: traceability link recov-690

ery, concept location, bug triaging, search engine usage analysis, requirements

traceability, auditor support for exploring the implementation of requirements,

analyzing bug report quality, estimating the number of topics in source code,

clone detection, finding related code on the web, web service discovery, source

code summarization and labeling, and refactoring. Since then, LDA has contin-695

ued to be used to support software engineering tasks. More recent uses of LDA

include: understanding the effects of testing on code quality [66], understanding

system logs [19], and discovering the themes discussed by programmers in the

context of blockchain technology [20].

7. Threats to Validity700

Construct Validity. In our data collection, we extract discussion threads from

the Bleeping Computer forum (Section 2). It is possible that a discussion thread
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will be preemptively closed with a reference to a prior thread that discusses the

same issue (a reference thread). Topic models such as LDA operate directly

on word distributions over documents and do not account for document links705

(cross-references). Future work should investigate whether reference threads

should be weighted higher during topic discovery.

In RQ1 (Section 4.1), we use the CV measure to quantify topic coherence.

However, there exist other popular measures for quantifying topic coherence,

including: UCI coherence [14] (which relies on the notion of pointwise mutual710

information – PMI [67]), UMass coherence [15], and normalized PMI coherence

(NPMI) [13, 16]. It is likely that using any of these measures would yield

different coherence results compared to those that we obtained. Nevertheless,

the CV measure was found to be the top-performing measure in a systematic

study of coherence measures using different datasets [12].715

In this study, we adopt community-recognized thresholds for the interpre-

tation of the CV measure. Such thresholds derive from the knowledge and

experience of practitioners in reasoning about CV values. Hence, we believe

that these thresholds are capable of providing insights into the evaluation of

topic coherence. To the best of our knowledge, there is no gold standard in the720

literature for interpreting absolute CV values. We thus call for future research

to propose systematic ways to evaluate the CV values of a topic model.

In our follow-up study (Section 5), we define an aggregated score that takes

into account our three LDA qualities of interest (internal quality, inferential

power, and language alignment). We assign the same weight to the three qual-725

ities of interest. Assigning different weights to different qualities would likely

yield different results. Future research may also explore more sophisticated (in-

cluding more computationally expensive) approaches for finding good trade-offs

between the qualities of interest in an LDA model, such as multi-objective opti-

mization [68]. Moreover, we normalize the perplexity measure in order to make730

it bounded and compatible with the other measures. Using other normalization

techniques (e.g., tanh() with adjustments) would possibly influence the final

results as well. Ultimately, the take-home message of Section 5 is that multi-

34



ple quality metrics should be simultaneously considered when training an LDA

model.735

Internal Validity. In Section 3, we describe our three candidate LDA models.

Our two-layer LDA (M2L) summarizes documents in order to counterbalance the

prevalence of English words compared to logs. In practice, such a summarization

can be seen as an algorithm that transforms the original set of documents into

another set of documents that have a different word distribution. That is,740

M2L alters the data. Hence, even though we observe that LDA performs the

best compared to the other candidate models, our results should be carefully

scrutinized. An alternative design for M2L would consist of (i) chaining the

layer 1 LDA models as priors (input) to the third LDA and (ii) performing the

Bayesian Inference through all three models. This is theoretically feasible, since745

the Dirichlet Process distribution satisfies prior conjugacy (i.e., the posterior

distribution is also a Dirichlet process). Nevertheless, such an approach does

not tackle the text/log imbalance problem (c.f., Section 3.2.2). We thus invite

future work to adapt M2L by replacing the summarization step with some other

suitable preprocessing technique (e.g., term reweighing schemes [69]).750

Agrawal et al. [21] discusses the problem of topic instability, which arises

from the stochastic nature of LDA. In preliminary runs of our experiments, we

configured OpenTuner to (i) build the same candidate model 10 times during

every iteration and (ii) use the median value of the decision variable (e.g., CV

coherence) to inform its tuning process. We did not observe a significant change755

in results compared to running the tuning process in its standard form (single

model construction per iteration). In other words, we did not observe significant

topic instability in our candidate models. Nevertheless, future work should take

topic instability into account when assessing our candidate models with other

datasets.760

The results from our paper heavily depend on the OpenTuner tool. Open-

Tuner is a robust and actively maintained autotuning tool with an active com-

munity around it. Using other autotuning tools (e.g., iRace [60, 61] or specific
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tuning algorithms (e.g., genetic algorithms [22, 70]) may produce a different

result.765

External Validity. Although our results derive from a specific dataset from

Bleeping Computer, our proposed approach is generalizable to evaluations on

other datasets. Our study should be seen as a first attempt at linking English

text to system logs using LDA-based models. We strongly encourage future

work to assess our models on other datasets and compare the results to those770

that we obtained in this paper. In particular, future work should also assess our

candidate models from a more qualitative perspective (e.g., determine whether

discovered topics align with the intuition of domain experts).

8. Conclusion

In this paper, we investigate the problem of linking natural language (En-775

glish) to machine language (system logs) in the (technical) support threads.

Uncovering such links would enable the construction of knowledge base that

connects technical problem discussions to log excerpts that are often associated

(requested/provided) alongside those discussions.

As an initial effort towards addressing the aforementioned problem, we eval-780

uate three LDA candidate models. Two of them are designed by us, which we

refer to enriched LDA (M+) and two-layer LDA (M2L). The third one is an

off-the-shelf bilingual LDA (Mbi) implementation made available in the Mallet

package.

Our evaluation of the LDA candidate models is multi-faceted. More specifi-785

cally, as opposed to recent LDA research within software engineering [60, 21, 22],

we evaluate models alongside three axes instead of a single one, namely: internal

quality, inferential power, and language alignment. These axes are operational-

ized by coherence, perplexity, and cross-lingual coverage ratio respectively. We

evaluate our models using discussion threads from a Bleeping Computer forum.790

Our results indicate that M2L performs best overall. However, it provides

a substantially coarser-grained view of the themes discussed in the documents,
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since it produces very few topics (20, 0.3% of the documents). M+ performs

slightly better than Mbi. Comparing the two reveals that M+ produces topics

with higher coherence, while Mbi produces topics with lower perplexity.795

Given the scale of the study and the heterogeneity of the discussion threads,

it is difficult for us to qualitatively determine whether the topics produced by

the models are adequate to be used in practice. We invite future studies to

assess the qualities of topics produced by LDA models in a practical scenario.

Researchers may also refer our evaluation approach to domain-specific datasets800

with the availability of domain experts, to determine the feasibility of employing

our proposed models in practice.
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